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STUDY OF SEVERAL NEW VARIATIONS OF THE HARDY-HILBERT INTEGRAL INEQUALITY

CHRISTOPHE CHESNEAU

ABSTRACT. In this article, we introduce new variations of the Hardy-Hilbert integral inequality, incorporating
weight functions that depend on sums, products, absolute differences of variables, and a power parameter. Some
of these inequalities involve the primitives of the main functions, as well as original weight functions of logarith-
mic and exponential types, along with several adjustable parameters. Additionally, we extend our analysis to a
three-dimensional setting, deriving related results of potential significance. The optimality of certain constants
in the obtained inequalities is also established. By formulating these new variations, we expand the family of
Hardy-Hilbert-type integral inequalities, with possible applications in various branches of mathematical analy-
sis.

1. INTRODUCTION

The classical Hardy-Hilbert integral inequality, introduced by Hardy in [13], provides an upper bound
on the weighted double integral of the product of two functions. A notable characteristic of this bound
is that it depends on the unweighted integral norms of the functions. This result has many applications
in analysis, particularly in operator theory. For a rigorous formulation, let p > 1, ¢ = p/(p — 1) and
f,g:10,400) = [0, +00) be two (non-negative) functions. Then the Hardy-Hilbert integral inequality states
that

b /0+°° /0+°° f(;lg(yy)dxdy = % [/OM fp(x)dw] l/p [/O+Oo gq(y)dy] . ;

provided that the two integrals on the right-hand side converge. The weight function is thus defined by
w(z,y) = 1/(z + y) and the constant in the factor by 7 /sin(m/p). The case p = 2 corresponds to the classical
Hilbert integral inequality, with the constant in the factor reduced to 7. The Hardy-Hilbert integral inequal-
ity has been studied extensively and has inspired numerous refinements, generalizations, and variations.
Key works can be found in [2-4,7-12, 14,18, 21,2628, 31-33], complemented by the book [34]. A partic-
ularly important generalization was made in [29] with the introduction of a power parameter. Denoting
this parameter as ¢, it takes into account the weight function defined by w(x,y) = 1/(z + y)*. A rigorous
formulation of this generalization is presented below. Letp > 1, ¢ = p/(p — 1), & > 2 — min(p, q) and
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f,9:[0,400) — [0, +00) be two functions. Then the following inequality holds:

+oo +oo
/ / x—i— ddy
2 -« 2 -« e Up r ptoo , 1/q
12) gB( L) [ e[ ewa]

where B(a,b) fo 27 1(1 — 2)""'dx with a,b > 0 is the standard beta function, provided that the two
integrals on the right- hand side converge. Obviously, if we take a = 1 and use the basic properties of the

beta function, this inequality reduces to the classical Hardy-Hilbert integral inequality as given in Equation
(1.1). Beyond this generalization, multidimensional modifications of the Hardy-Hilbert integral inequality
have also been examined. For more information, we refer to [1, 6,15-17, 19, 20, 22-24, 30, 35, 36]. These
studies extend classical Hardy-Hilbert-type integral inequalities to multiple variables. The Hardy-Hilbert-
type integral inequalities therefore remain an active area of research. In particular, new variations need
to be developed to accommodate different function spaces and weighted versions, as well as to address
applications in modern analysis.

In this article, we contribute to the study of Hardy-Hilbert integral inequalities by establishing new vari-
ations that incorporate weight functions depending on sums, products, absolute differences of variables,
and a power parameter. To provide a precise formulation, our first main variations is presented below. Let
p>1,qg=p/(p—1),8>0and f,g: [0,400) — [0,+00) be two functions. Then the following inequality
holds:

+oo |B .
/ / 1/p 1/q (TP f(@)g(y)dzdy

13) B[/ f()dwr/ [/Om (y)dyr/q,

provided that the two integrals on the right-hand side converge. Two notable facts on the upper bounds are
(i) the contrast between the complexity of the weight function, i.e., w(z,y) = 2'/Py"/9|x —y|?~1 /(z +y)’+1,
and the simplicity of the constant in the factor, i.e., 1/3, with no particular constraint on § other than
B8 > 0 and no dependence on p, and (ii) the unweighted norms of f and g. Furthermore, we will prove
that the constant 1/ is optimal; it cannot be improved in such a general setting. In a sense, this result is
more tractable than some variations of the Hardy-Hilbert integral inequality with constants in the factor
involving special functions, such as that in Equation (1.2). To support this claim, we use our first result to
derive several new integral inequalities. Some of these involve the primitives of the main functions, in the
same spirit as the classical Hardy integral inequality (see [14]), while others involve weight functions of
the power, logarithmic and exponential forms. They also have the property of depending on one or two
parameters, which gives them an interesting degree of flexibility. The originality of these inequalities opens
up new perspectives for possible applications.

We then develop another variation based on the same mathematical framework, incorporating the
weight function defined by w(z,y) = x'/Py*/a|1 — xy|?~1/(1 + zy) ! with v > 0. This can be seen as
a variable product (or multiplicative) modification of the first proposed variation. Due to its flexibility, sev-
eral additional integral inequalities are established, analogous to those derived for the first variation. The
key innovations lie in the originality and adaptability of the resulting inequalities.

In the final part, we explore a technical three-dimensional extension of this variation, further extend-
ing the scope of Hardy-Hilbert-type integral inequalities to higher-dimensional settings. This leads to the
derivation of new integral inequalities, including those with original power, logarithmic and exponential
weight functions, marking a significant advance in the three-dimensional case.
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The rest of the article consists of the following sections: Section 2 presents the first variation of the
Hardy-Hilbert integral inequality. The other two variations are studied in Sections 3 and 4, respectively.
The proofs of all results are contained in Section 5. Section 6 concludes the article with some comments and
perspectives.

2. FIRST VARIATION

This section deals with the first proposed variation of the Hardy-Hilbert integral inequality, as described
in Equation (1.3).

2.1. Preliminary result. We start with a preliminary result that relates our first variation to the inequality
in Equation (1.2).

Proposition 2.1. Letp > 1, ¢ =p/(p— 1), 5 > 1land f,g : [0,+00) — [0,+00) be two functions. Then the
following inequality holds:

oo VIR y|o !
p q
/ / (g @a(w)dzdy

SUO z fP(x)d }1/1) U{: ygq(y)dyr/q,

provided that the two integrals on the right-hand side converge.

The proof of this statement, as well as that of all the results, is given in Section 5. We now claim that
this result can be refined, with a sharper constant in the factor and unweighted integral norms of the main
functions. This is developed in more detail in the subsection below.

2.2. Main results. We are now in the position to formulate the main result.
Theorem 2.2. Letp > 1,¢q=p/(p—1), 8> 0and f,g: [0,400) — [0, +00) be two functions. Then the following

inequality holds:
400
VY |fU —yl°~
/ / Ty (z + y)/3+1 f(fﬂ)g(y)drvdy

[ ][ 0]

provided that the two integrals on the right-hand side converge.

Remark 2.3. In the framework of Theorem 2.2, the inequality can also be expressed as follows:

+oo  ptoo B—-1
/ / o =97 ¢ ()g (y)dady

x-i'-y /H+1

;[/0 Ly ]w [/O%C;g%(y)dyr/q,

where fy(x) = x'/Pf(x) and g (y) = y*/9g(y) are adjustable functions, provided that the two integrals on the
right-hand side converge.

Remark 2.4. If we take p = 2, the inequality in Theorem 2.2 becomes

+oo  ptoo |$_ IB 1 1 +oo oo
/ r(x+y)ﬁ+l f(@)g(y)dady < 5\//0 f2($)dsc\//0 g2 (y)dy
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To the best of our knowledge, Theorem 2.2 introduces a new variation of the Hardy-Hilbert integral
inequality. Note that the case 8 € (0,1) is covered contrary to the inequality in Proposition 2.1. As an
example, if we take, 5 = 1/2, we have

+oo +o0 l/pyl/q
T dxd
/ / EESEE |x_mf( )9(y)dady

<9 [ /0 P >dm} " [ / - g%y)dy] "

This theorem is also remarkable for the simplicity of the constant in the factor, i.e., 1/3, and the fact that

it does not depend on p. This independence is significant, as many classical results involve constants that
explicitly depend on p. Furthermore, this constant cannot be improved, as formulated in the proposition
below.

Proposition 2.5. In the framework of Theorem 2.2, the constant in the factor, i.e., 1/ 3, is optimal.

We will exploit the simplicity, optimality and originality of Theorem 2.2 to derive new integral inequali-
ties with a certain potential of application in analysis, starting with the proposition below.

Proposition 2.6. Letp > 1,q=p/(p—1), 8> 0and f : [0, +00) — [0,+00) be a function. Then the following

inequality holds:
“+o0 “+o0 B—1 p “+o0
21/P 1/q| yl < i/ p
/ { |t +y)5+1f(w)dx} W<z [ P

provided that the integral on the right-hand side converges.
By defining L, ((0 + 00)) = {f : [0, 4+00) = [0, +o0); || fI[5= 0+°° fP(z)dx < 400}, this result thus shows
the boundedness of the linear operator R : L, ([0 + o0)) — L, ([0 + o0)) defined by
+ _ 181
R(f)(y) = gl a B =0 g
N = [ @yl Sl fae
ie, [R(NH»< (1/B)IIf|lp- As far as we know, this is a new result in operator theory.
2.3. Complementary results involving primitives. In the spirit of the classical Hardy integral inequality,

we can use Theorem 2.2 to derive variations of the Hardy-Hilbert integral inequality that are defined with
primitives of the main functions. The first result of this kind is presented below.

Proposition 2.7. Letp > 1, g = p/(p—1), 8 > 0, f,g : [0,+00) + [0,400) be two functions and F,G :

[0, +00) — [0, 4+00) be defined by
0= [ 1w 6w = [ g

provided that the integrals converge. Then the following inequality holds:

+oo r—qy|B1
[ e I p vy

<32 () [ o]

provided that the two integrals on the right-hand side converge.
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In the proof, the constant in the factor is based on two optimal constants: that of Theorem 2.2, i.e., 1/,
and that of the Hardy integral inequality, i.e., [p/(p — 1)]” when defined with the parameter p. We therefore
claim that it is sharp by construction. Using the relation 1/p + 1/¢ = 1, we can also express this constant as

;<pfl> <q31) N ﬁ(ppi 1)

This form is more concise, but we lose some of the understanding of the underlying use of the Hardy

follows:

integral inequality. We also emphasize the unweighted integral norms of f and g in the upper bound.
A primitive variation of Proposition 2.6 is developed below.

Proposition 2.8. Letp > 1,¢ =p/(p—1), 8 > 0, f : [0,+00) — [0, +00) be a function and F : [0, +0c0) —
[0, +00) be defined by

Fo) = [ s
0
provided that the integral converges. Then the following inequality holds:

+oo [ ptoo EPIEES P 1 L
L1/p—1 1/qu T dz] dy < — (p) / P(z)dz,
[l V ey PO s g (o7 ) f, P

provided that the integral on the right-hand side converges.

This proposition ensures the boundedness of the linear operator S : L, ([0 + o0)) — L, ([0 + 00)) defined
by

y|P!

+o0 T —
S = [ eyl Fa)ds

0 (z+y)**!

+o0 _ |B-1 T
= 1/p—1,1/q ‘x y| / Hdt!| d
[ |, S i

ie, [S(HI< 1/B)p/(— DIfllp- As far as we know, this is a new result in operator theory.
The rest of this section deals with complementary integral inequalities of the Hardy-Hilbert type involv-
ing different parametric weight functions.

2.4. Complementary results involving different weight functions. A variation of the Hardy-Hilbert inte-
gral inequality using a one-parameter logarithmic power weight is given below.

Proposition 2.9. Letp > 1,q = p/(p—1),6 > land f,g : [0,+00) — [0,+00) be two functions. Then the
following inequality holds:

+o0 +o0 L . 1 1 |x—y| 6—1
21/py1/a _ . .
/o / Y @y logl(e +y)/le — o] ll (+y) ]ﬂ J9(y)dxdy

< log(é) Um f”(ﬂr)dw} " Um gq(y)dy} 1/47

0 0

provided that the two integrals on the right-hand side converge.

The proof is based on integrating both sides of the inequality in Theorem 2.2 with respect to 3. To the best
of our knowledge, this inequality is not referenced elsewhere. We emphasize the exact logarithmic constant
log(6), as well as its simplicity and independence on p. In addition to being original, the parameter ¢ offers
a degree of flexibility that can be adapted to different mathematical situations.

A two-parameter power variation of Theorem 2.2 is described below.
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Proposition 2.10. Letp > 1,q = p/(p — 1), n € (0,1),e > 0and f,g : [0,400) — [0, 400) be two functions.
Then the following inequality holds:

/+OO/ 1/1’ 1/q |‘T B y‘E 1(I+y) 12f($)g(y)d$dy
0

[(z +y)e —nlz —yl|7]

<y [ o] ([ rwal

provided that the two integrals on the right-hand side converge.

The proof is based on Theorem 2.2 and geometric series formulas. Again, we point out the simplicity of
the constant in the factor.
The proposition below offers a one-parameter logarithmic variation of the inequality Theorem 2.2.

Proposition 2.11. Letp > 1,q = p/(p— 1), & > 0and f,g : [0,+00) — [0,+00) be two functions. Then the
following inequality holds:

+oo ¢
l/p a (‘T + y) T X
/ / l”ﬂ/)leyl [(:C+y)€|$y|§ f(@)g(y)dady
2

<z e )dxr/p [ >dyr/q,

provided that the two integrals on the right-hand side converge.

The proof uses Theorem 2.2, the classical formula 377> 1/i> = 72 /6 explaining the presence of 7 and a
logarithmic series formula. Note that, if we take £ = 1 and use min(z,y) = (1/2)(z+y—|z—vy|) forz,y € R,
the inequality is reduced to

+oo “+oo
/p. 1) r+y
/ / iy q (z + y)lw - yl [2 min(w,y)} f@)g(y)dzdy

<62[/0+°°f<>dxr/p[/om <>dy]1/q.

The significance of this result lies in the presence of the minimum variable, the complexity of the weight

function, and the simplicity of the constant in the factor.
A two-parameter exponential power variation of Theorem 2.2 is given below.

Proposition 2.12. Letp > 1,q=p/(p—1),v >0,( > 0and f,g : [0,4+00) — [0,400) be two functions. Then
the following inequality holds:

[ ey (522 o o (22 oo
< eXp(g_l [/Om fp(x)dx} " Uom gq(y)dy} 1/q7

provided that the two integrals on the right-hand side converge.

The proof relies on Theorem 2.2 and exponential series formulas.
All these integral inequalities illustrate the possible applications of Theorem 2.2. Furthermore, the tech-
niques used in the proofs also contain some ideas that may inspire purposes beyond this article.

3. SECOND VARIATION

In this section, we emphasize another variation that introduces a product variable modification, and
several applications.
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3.1. Main results. A product variation of Theorem 2.2 is proposed in the statement below.

Theorem 3.1. Letp > 1,q=p/(p—1),v > 0and f,g: [0,400) — [0, +00) be two functions. Then the following
inequality holds:

/+oo /+OO "y o Lol f(x)g(y)dady

(14 zy)r+t

A ][]

provided that the two integrals on the right-hand side converge.

Remark 3.2. In the framework of Theorem 3.1, the inequality can also be expressed as follows:

/ h / T gy (y)dndy

1+ xy 'Y+1

1 1, 1/p +oo 1 . 1/q
< ; {/0 va(ff)dx] |:/0 ygv(y)dy:| )

where fy(x) = x'/?f(x) and gy (y) = y'/9g(y) are adjustable functions, provided that the two integrals on the
right-hand side converge.

Remark 3.3. If we take p = 2, the inequality in Theorem 3.1 is simplified as follows:

400 pt+oo |1 _ xy"y 1 +o0 +o0
[T L7 tmsemnz [ o [

Compared to Theorem 2.2, the weight function w(z, y) = x'/Py/4|z —y|#~1 /(x+y)?*! has been replaced

by w(z,y) = x'/Py*/|1 — 2y~ /(1 + xy)"*', which is a product variable modification. The upper bound
is still defined with the unweighted norms of f and g. The constant in the factor remains simple and
independent of p. Furthermore, it cannot be improved, as formulated in the following proposition.

Proposition 3.4. In the framework of Theorem 3.1, the constant in the factor, i.e., 1/, is optimal.

Thanks to the tractability of Theorem 3.1, it can be used in various mathematical scenarios. As an exam-
ple, the result below suggests an integral inequality from which we can give an operator interpretation.

Proposition 3.5. Letp > 1,q=p/(p—1),v > 0and f : [0,4+00) > [0, +00) be a function. Then the following
inequality holds:

+oo +oo y—1 p +oo
2/P 1/(1% d } dy < i/ P(2)d
LU (i agpr /O] =y o P

provided that the integral on the right-hand side converges.

If we consider the linear operator 7" : L, ([0 4+ 00)) = L, ([0 + 00)) defined by

e [1—ay[!
T(f)(y) :/0 l/pyl/qu(z)d%

this proposition ensures that | 7(f)|l,< (1/7)|/f]lp- It is thus bounded, which opens up some possibilities
for defining new function spaces and further operator analysis.
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3.2. Complementary results involving primitives. This subsection is devoted to the derivation of Hardy-
Hilbert type integral inequalities using primitives of the main functions. The first such result is presented
below.

Proposition 3.6. Letp > 1, ¢ = p/(p — 1), v > 0, f,g : [0,400) + [0,+00) be two functions and F,G :

[0, +00) — [0, +00) be defined by
= [ s 6= [t

provided that the integrals converge. Then the following inequality holds:

“+o0 “+o0 1 a:,y'y 1
/ / l/p ' 1/q 1(| +1'y|)7+1 ( )G(y)dxdy

G o] [ o]

provided that the two integrals on the right-hand side converge.

This proposition can be seen as a product variable variation of Proposition 2.7. The expression of the
constant in the factor uses that of Theorem 3.1, i.e., 1/7, and that of the Hardy integral inequality. Since
both are optimal in their respective context, the product constant obtained can be claimed to be sharp.

A primitive variation of Proposition 3.6 is developed below.

Proposition 3.7. Letp > 1, ¢ = p/(p—1), v > 0, f : [0,4+00) — [0, +00) be a function and F' : [0, +00) —
[0, +00) be defined by
z) = / Ft)dt
0

provided that the integral converges. Then the following inequality holds:

+o00 400 —1 p P p+oo
2! 1,1 |1 azy|7 1 p
/0 [/0 /= Y /e 1+ zy)+! (I)dx] dy < % pf_ 1 ; fP(x)dex,

provided that the integral on the right-hand side converges.

As a consequence of this proposition, let us consider the linear operator U : L, ([0 + c0)) — L, ([0 + 00))
defined by

“+ o0 1_ y—1
U = [ ety T pes

+oo _ y—1 z
_ 21/t 1/q|1 xy| / Ndtl d
| Y W aypt |, SO

We then have ||[U(f)||,< (1/7)[p/( — D]||f|l,- This completes the operator theory with a one-parameter
operator, which is innovative by its functional structure.

The rest of this section deals with complementary integral inequalities of the Hardy-Hilbert type with
different parametric weight functions.

3.3. Complementary results involving different weight functions. A variation of Theorem 3.1 using a
one-parameter logarithmic power weight is given below.
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Proposition 3.8. Letp > 1, ¢ = p/(p—1), v > land f,g : [0,400) — [0,+00) be two functions. Then the
following inequality holds:

+oo  ptoo 1 1 ‘1 B my| o1
21/pyt/a B . .
/0 /0 Y+ wy)? log[(1 + ) /11 — wy]] [1 <1+xy) ]f( )9(y)dzdy

<togto) [ [ 17ty " [ owal "

provided that the two integrals on the right-hand side converge.

This result can be seen as a product variable modification of Proposition 2.9, with the same mathematical
foundations for the proofs.
A two-parameter power variation of Theorem 3.1 is described below.

Proposition 3.9. Letp > 1, ¢ =p/(p—1), ¢ € (0,1), v > 0and f,g : [0,+00) — [0,+00) be two functions.
Then the following inequality holds:

Foo peo 1—a2y[¥~ 11+ 2y)¥~t
[ iy YA g (y)dady
0 0
1

(1+zy)¥ — 9|1 — zy|¥]

S Uom f”(w)dm] " Uom gq(y)dy} " ;

provided that the two integrals on the right-hand side converge.

This result can be seen as a product variable modification of Proposition 2.10. The proof is based on
Theorem 3.1 and geometric series formulas. Again, we point out the simplicity of the constant in the factor.
The proposition below offers a one-parameter logarithmic variation of the inequality Theorem 3.1.

Proposition 3.10. Letp > 1, g = p/(p—1), ¢ > 0and f,g : [0,400) — [0, +00) be two functions. Then the
following inequality holds:

+oo oo | (1 + ay)*
/Py t/a lo { T dxd
/o / Y el —ay] 8 | T+ ay)e = |1 eyl | @9W)dady

2 +o0 p [ ptoo 1/q
< — P(x)dx / 9(y)d ] ,
67 { /0 fP(@) } [ 9wy
provided that the two integrals on the right-hand side converge.

This result can be interpreted as a product variable modification of Proposition 2.11. The proof is based
on Theorem 3.1, the classical formula Z;:’f 1/i* = 7?/6 and a logarithmic series formula. In particular, if
we take ¢ = 1, we have

oo oo 1 14+
1/p,1/q 1 Yy
J A A e e Og{2min<1,xy>]f(x)g(y)dxdy

<Z [ / " f%)dx} Up [ / +°° g%y)dy] "

The minimum variable adds a degree of originality. We also emphasize the contrast between the complexity

of the weight function and the simplicity of the constant in the factor.
A two-parameter exponential power variation of Theorem 3.1 is given below.
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Proposition 3.11. Letp > 1,q=p/(p—1),w >0, x > 0and f,g : [0,400) — [0, +00) be two functions. Then
the following inequality holds:

e 1 |1 — a2yl 11— ay|\*
1/p 1/q
/ / (1+2zy)|1 — zy| ( 1+ xy ) P {w( 1+ xy > } fw)gly)dzdy

Se}q)(xw)_l{/o f()dx}/ UO (y)dyr/q,

provided that the two integrals on the right-hand side converge.

This proposition can be seen as a product variable modification of Proposition 2.12. The proof relies on
Theorem 3.1 and exponential series formulas.

All the integral inequalities presented in this section are thus derived from Theorem 3.1. This illustrates
the versatility of the theorem and its power to produce innovative results in this area.

In the next section, a three-dimensional framework is examined, adapting the weight function of the
second variation for this purpose.

4. THIRD VARIATION

This section focuses on a three-dimensional variation of Theorem 3.1.

4.1. Main result. The main three-dimensional integral inequality is given below.

Theorem 4.1. Let p,q > 1,7 =pq/(pg—p—q), 0 > 0,0 > max(1/p,1/q,1/r)and f,g,h : [0,400) — [0, +00)
be three functions. Then the following inequality holds:

400 ptoo  ptoo 1/ " Y |1—xyz\" 1
/ / / (xy) P (yz)/9(xz) 7(1+zyz)d+1 f(@)g(y)h(z)dxdydz

a(Op —1)1/7(0q — 1)1/‘1(67" EENVe
{/04“00(1 +x)0pfp(x)d:c] v [/O+<><>(1 + y)quq(y)dy} v {/0%0(1 b )R (2)dz l/r’

provided that the three integrals on the right-hand side converge.

The proof is based on a suitable decomposition of the integrand using the intermediate parameter 6, the
generalized Holder integral inequality (see [5,25]) and sophisticated integral developments. To the best of
our knowledge, it is new in the literature and thus offers a new perspective for various three-dimensional
analysis frameworks. The parameter # can be chosen to make the integrals convergent in the upper bound
or to adapt to a particular situation.

4.2. Complementary result involving primitives. The result below can be seen as a three-dimensional
variation of Proposition 3.6. It has the property of including the primitives of the main functions.

Proposition 4.2. Letp,q > 1,7 =pq/(pq —p —q), 0 > 0,0 > max(1/p,1/q,1/r), f,g,h : [0,+00) — [0, 4+00)
be three functions and F,G, H : [0, 400) + [0, 4+00) be defined by

_ / f)de, Gly) = / o(t)dt, H(z) = / h(t)dt,
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provided that the integrals converge. Then the following inequality holds:

400 +oo +o0 o—1
“1/q, ~1/r —1/p 11 — 2YZ| F(z)G(y)H (z)
/ / / N (1+zyz)ott (1+2)0(1+9)?(1+ 2)? dwdydz

0’(91?—1)1/”(9qi1)1/q(9r—1)1“ (ppl) (ql) (7‘1> -

1/r

[ ] " [ swal " [T

provided that the three integrals on the right-hand side converge.

The proof is based on a special configuration of Theorem 4.1 and the classical Hardy integral inequality.
The constant in the factor and the unweighted integral norms of the main functions are advantages of this
result. This allows it to be adapted to a wide range of situations.

Using the relation 1/p + 1/q + 1/r = 1, the constant the factor can also be expressed as follows:

a(fp — 1)1/”(9qi1)1/q(9r—1)“’“ <pp1> (qql) (TT1>

s
o(bp—1)MP(0g = 1)Va(Or =)V (p=1)(¢=1)(p+q)
This form is more concise, but we lose some of the information about the use of the Hardy integral inequal-

ity in the corresponding proof.

4.3. Complementary results involving different weight functions. Theorem 4.1 is now completed by
several three-dimensional integral inequalities involving original weight functions, starting with a one-
parameter logarithmic power weight function in the result below.

Proposition 4.3. Let p,q > 1,7 = pq/(pg —p — q), w > 1, 0 > max(1/p,1/q,1/r) and f,g,h : [0,400) —
[0, +00) be three functions. Then the following inequality holds:

+oo +oo +oo 1 L L
/ / / (ey)! /7 (2)" /" (e2) /T(1+a:yz)

1 —ayz|\”
_— h(z)dzdyd
log[(1 + myz)/|1 — zyz|] [ ( 1+xyz J@)g(y)h(z)dwdyd:
log(w) o
= p— 1) 7/7(0g — 1) /a(6r — 1)1/"
“+o00 1/p “+o00 1/q “+o0 1/r
U (1+ m)epf”(x)dm} [/ (1+ )17y )dy} U L+ 2" (2)dz|
0 0 0
provided that the three integrals on the right-hand side converge.
The result below can be presented as a three-dimensional variation of Proposition 3.9.
Proposition 4.4. Let p,q > 1, 7 = pq/(pq —p — q), 0 > max(1/p,1/q,1/r), v € (0,1), ¢ > 0, and f,g,h

[0, +00) — [0, +00) be three functions. Then the following inequality holds: Then the following inequality holds:

+00  ptoo  ptoo _ s—1 s—1
()P (y2) 2wy LTIV AR RU2) 2 dadyd

2

(11 2y2) — 1 — oyl

(1—b)(9p—1)1/"(9 Da(gr — )i/
00 1/p 00 1/q 00 1/r
[/o+ (1 +x)9pfp(x)dx} / {/OJF (1+y)%g%(y )dy] / [/O+ (14 2)7"h" (2)d= / 7
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provided that the three integrals on the right-hand side converge.

The proof is based on Theorem 4.1 and geometric series formulas. Again, we point out the simplicity of
the constant in the factor and the presence of ¢ that allows another degree of flexibility.
The proposition below offers a two-parameter logarithmic variation of Theorem 4.1.

Proposition 4.5. Letp,q > 1,r = pq/(pg—p—q), 0 > max(1/p,1/q,1/r), 7 > 0and f,g,h : [0,400) — [0, +c0)
be three functions. Then the following inequality holds: Then the following inequality holds:

+oo +oo +oo Y Y Y 1
xy) P (yz) Y (xz) T X
/0 /0 /0 (zy) y=) (@) (14 zyz)|]1 — xyz|

(1 +zy2)"
o [(1 +ayz)” — |1 - JJsz:| f(@)g(y)h(z)dzdydz

71'2

: 67(0p — 1)Y/P(Oq — 1)Y/a(fr — 1)1/7 x
I T 0P @) " I Ty 05" )] " I ay W )| "

provided that the three integrals on the right-hand side converge.

+001

The proof relies on the use of Theorem 4.1, the formula Y7 1/i? = 72/6 and a logarithmic series

formula. In particular, if we take 7 = 1, we find that

—+oo +oo —+oo 1 1
[ et log | 5=
o 0 0 (14 zyz)]1 — xyz| 2min(1, zyz)

f(x)g(y)h(z)dzdydz

2

(Op — 1)1/P(0g — 1) /a(0r — 1)1/
[Tkl ! [T as ] : [0 o] "

We end this section with a three-parameter exponential power variation of Theorem 4.1.

<
—6

Proposition 4.6. Let p,q > 1,7 = pq/(pq—p—q), 0 > max(1/p,1/q,1/r), x > 0,¢ > 0,and f,g,h : [0, +00) —
[0, +00) be three functions. Then the following inequality holds:

400  ptoo  ptoo ¢
. 1 1-—
[ [ [ wwreaiee) e
0 0 0 (14 zy2)|1 —zyz| \ 1+ 2y2

— XYz ¢
exp [n ('1“) ] F(2)9(y)h(2)dudyd>

1+ zyz

< exp(k) — 1 "
~ KC(0p — 1)MP(0q — 1)1 a(0r — 1)1/

I e D" (o) " I e 05" )| B | o )] "

provided that the three integrals on the right-hand side converge.

This proposition can be seen as a three-dimensional extension of Proposition 3.11. The proof is based on
Theorem 4.1 and exponential series formulas.
The detailed proofs of all results are given in the next section.
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5. PROOFS

This section contains four subsections. The first is devoted to an intermediate result, while the remaining
three are devoted to results related to the first, second and third variations, respectively.

5.1. An intermediate lemma. The lemma below is needed to prove our main results.

“+o0 e—1
1-— 1
/ %dﬁﬂ =

Proof of Lemma 5.1. Using the Chasles integral relation at the cutoff value 2 = 1, we have

+o00 1 — plet 1— )L +o0 — 1)1
/ %dm — / %dx + / %dx
o (T+a) o (I+a)e 1 A+

Making the change of variables z = 1/y, the second integral term of the sum can be expressed as follows:

This corresponds to the first integral term of the sum.

Lemma 5.1. Let € > 0. Then we have

We therefore have
+o0 ll _ x|e—1 1 (1 _ $)€_1

1 = dr =2 RS
ey I e e
Making the change of variables z = (1 — z)/(1 + z), with dz = [-2/(1 + x)?]dz, we obtain

1 e—1 1 e—1 0
(1—2) / 1—x 2 / _1
2 [ L —dr= do= | 27Y(~d
/0 G ™), Uve) avap®=) 7 0%

1 1 z=1 1
(5.2) :/ 2 ldz = {ze} =-.
0 € Jz=0 €

Putting Equations (5.1) and (5.2) together, we get

“+o0 e—1
1-— 1
/ %dw =

This completes the proof of Lemma 5.1. O

5.2. Proofs related to the first variation.
Proof of Proposition 2.1. The triangle inequality and the non-decreasing property of the function t°~1,
t € (0,4+00), with g > 1, give, for any z,y € [0, +00),

o = yP < (el Hy) 7t = (@ + )7

Since f and g are non-negative, we get

/+Oo/ e |x U fa)gu)dady
+y)f’”rl

+o0 1
/ / al/pyt/a iig;ﬁﬂ f(x)g(y)dzdy

“+oo “+o0
f* € g* y
5.3 - / / Il2)9:9) g,
5-3) 0 0 (z +y)? Y
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where f,(z) = x'/?f(z) and g,(z) = x'/9g(x). It follows from Equation (1.2) applied with these two
functions and oo = 2, and B(1,1) = 1, that

/m /m 200 oy < 51,1) Uomff(x)dxr/p [ /Omgz(y)dy]l/q
54) =[/ o) ]l/ [/;OO %y)dyr/q.

Putting Equations (5.3) and (5.4) together, we obtain

“+oo
/ / a1 /Pyt/a m—i—yl)ﬁﬂf( Vg (y)dxdy

g[/o 2 f?(2)d r/,, U;wygq(y)dyr/q.

This concludes the proof of Proposition 2.1. O

Proof of Theorem 2.2. Decomposing the integrand appropriately, using the relation 1/p + 1/¢ = 1 and
applying the Holder integral inequality, we have

+oo +oo 1/ 1/ |$ |ﬁ 1
/ / 'y +y)5+1 ()g(y)dxdy

oo e 1/ |x—y| (B-1)/p f(l’) 1/ |x_y|('371)/q ( )d(Ed
(z + y)B+/p (z + ) B/ I

+oo +oo T — B—1 1/p +oo “+o0o T — B—1 1/q
e

Let us now determine the two double integral terms of this bound. For the flrst double integral term, using
the Fubini-Tonelli integral theorem to exchange the order of integration, the change of variables u = y/x
and Lemma 5.1 with € = 3, we obtain

+oo  ptoo _ [‘3 1 +00 400 1— B—1 1

o [l el

For the second double integral term, similarly but with the change of variables v = /y, we obtain

400 ptoo |B 1 +o0 +oo H_gj/ylﬁ—l 1
dady = a T “dz|d
[ ] vt = [ [ e ]

(5.7) = /0 9'(y) [/O+oo wdv} dy = ;/Om 9" (y)dy.

Putting Equations (5.5), (5.6) and (5.7) together and using the relation 1/p + 1/g = 1, we get

+oo B—1
[ e gty

< [ﬁ /0 f”(:v)d:v] " [; / m g%y)dy} "

= % UO+OO fp(x)dm] " UO+OO gq(y)dy} Uq-

This concludes the proof of Theorem 2.2. O
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Proof of Proposition 2.5. We proceed by contradiction. Based on the statement of Theorem 2.2, let us
suppose the existence of a constant x € (0,1/8) such that, for any f, g : [0, +00) — [0, +00),

+o0o IB .
/ / 1/p 1/q x+y)ﬁ+1 f(x)g(y)dxdy

58) <x| / (s " I ” )] "

provided that the two integrals on the right-hand side converge. For any n € N\{0}, we consider the
function f,, : [0, +00) + [0,400) defined by f,(x) = 0 for any = € [0,1), and f,(z) = 2~ 1+1/™/P for
any z € [1,+00), and the function g, : [0,+00) +— [0,400) defined by g,(y) = 0 for any y € [0,1), and
gn(y) = y~ T4 for any y € [1,+00). We then have

e +oeo r——+00
/ fP(x)dx = / (CE—(1+1/n)/p)pdg,j - {_nm—l/n} —n
0 1

x=1
and, similarly,
+00 +oo y—+00
| stwy= [ ey = [—nyin] T
0 1 =

By these integral values combined with the relation 1/p + 1/¢ = 1 and Equation (5.8), we obtain

K= Hlnl/pnl/q _ % {m [/OJFOO (@) x] 1/p [/O+w gg(y)dy} l/q}

oo e 21/P1 ylo !
59) > L [ g B @) ) dody,

We now aim to determine the double integral term. Using the definitions of f, and g,, the change of
variables z = uy, the Fubini-Tonelli integral theorem and the relation 1/p + 1/q = 1, we get

+oo B—1
/ / 21yl x+y|)ﬁ+1f”( )an (y)dzdy

e |z —yl°~ -
gt/pyt/a 2 2L o= (41/n) /oy =(141/7) /4 g gy,
Jchy)B+1

T g — gyt
= Ll e VA O } —1/(n9) g
/1 /1 (x4 y)s+t

tool el —ft 1
- V) =1/ (mp) g0 | 4~ 1/ (nd) g
u Y yau)y Y
/1 /1/y (T+u)+ty?

“+oo “+o0 _
(5.10) _ / / L=l o) gy | 01/ gy,
1 iy )t

It follows from the Chasles integral relation at the cutoff value v = 1, the Fubini-Tonelli integral theorem,
simple integral calculus and the relation 1/p + 1/g = 1 that

too [ oo g0t
—1/(np) 4 —(+1/n) g
u uly Y
/1 l/l/y (1+u)ﬁ+1
el gt
= B B VAT O —(141/n) g
/1 [/1/y (1+u>5+1u ul|y Y

+/+00 /+00 |1_u‘5 —1/(np)d 1+1/n)dy
1 1 (I +u)ptt
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|1 — st

T —asm
— —(1+1/n d i e
/o U/ / Y T

+oo |1 7u‘571 L +oo
i BN VACOOP —(1+1/n) 4
i U T+ wp" “} U v y}

1 _ |B8-1 +oo _ B8-1
_ / (nul/n>1“|u—1/<np>du+n[ / Mu—l/(np)du]
0 1

w= Y/ (mP) 4o,

(1+u)stt (1+u)stt
1 -1 +oo B-1
L=l g / [L—ul”" iy
. = ————ul/("g — ") duy |
(6.11) n[/@ (1+u>6+1u u + . (1+U)B+1u u

Putting Equations (5.9), (5.10) and (5.11) together, we get

1 -1 +o0 B—1
[1 7u‘ﬁ 1 / |1 — ul _
> - nq) g Ll 1/(mp) ;.
“—/0 Arupat T e !

This is valid for any n € N\{0}. Applying the inferior limit with respect to n, the Fatou integral
lemma, which is possible because the integrand is non-negative, liminf,,_, ;o u'/("? = 1 for u € (0,1),
liminf, 0o u™ /") = 1 for u € [1,400), the Chasles integral relation and Lemma 5.1 with e = 3, we
obtain

1 — [e's) _

1 — ulB1 too 11— ylB

k> lim inf / ﬂul/("‘”du +1lim inf / | ul u_l/("p)du
0 1

n——4o0 (1+ u)ﬁﬂ n—+oo (1+ u)5+1

1 -1 +o0 B—-1
o [P 11— T )
2/0 7(1—&—11)5“ hmn_lgfmu du + ! AT hmnglfoou du

1 |1_u|,8—1 400 |1_u|,8—1 400 |1_u|6—1 1

o (1+u) 1 (1+u) 0 (1+wu) B
This contradicts the assumption x € (0,1/3). As a result, in the framework of Theorem 2.2, the constant
1/ can not be improved; it is optimal. This completes the proof of Proposition 2.5. O

Proof of Proposition 2.6. The Fubini-Tonelli integral theorem and a suitable decomposition of the integrand

give
oo e l/p 1/q ‘x | p-1 i
/0 [/0 y (er),aﬂf(x)dl’} dy
—+o00 “+o00 “+o00 B—1 p—1
— Upy 1/l = y1" " } [/ Vp /a1t = yI" ] d
[ e s [ [ I o] ay
+oo  ptoo p-1 +oo _ylB-1 p=1
= L1/P 1qlz —yl” [/ Vp 1/q 1T —yl" " d } ded
/0 /0 Y (x+y)5“f<x) o Y (Hy)ﬁ“ﬂm> ! o
+oo “+o0
612 = gt/
. ; . Y (@ + y)P+1 Y,
where

_ —1
-yl

+oo p
_ IRV Y \
Applying Theorem 2.2 to the functions f and g;, we obtain

/m/ al/ry ”q ol f(@)g+(y)dady
(z +y)o*!

1 +o0 ) 1/p +00 . 1/q
(5.13) <B[/0 f(x)dw} UO gf(y)dy} .
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Let us now determine the second integral. Since g(p — 1) = p, we have

e q e e 21/py 1/ |z —y|Pt A=y
d :/ [/ Pytd————— f(x dx} d
/0 g; (y)dy ; ; y (m+y)5+1f( ) y

5.14 B I AV VI et P L
(514) =[] e | an

Putting Equations (5.12), (5.13) and (5.14) together, we get

poo [ oo 2 — g ’
/0 [/0 xl/pyl/qmy)ﬁﬂf(gc)dm} dy

1 —+oo 1/p +oo +oo | _ ‘5_1 P
< 3 [/0 fp(x)da:] {/O {/0 xl/pyl/q(i_'_z)ﬁﬂf(x)dx} dy}

1/q

We thus have
B I YV e R N 1/p
{/ e e o] dy} <5|[ ]
Using the relation 1/p + 1/¢ = 1, this is equivalent to
00 [e’e) — p 0o
/0+ [/{: zl/Pyl/a (|i jrzl;; f(m)d:c} dy < % /+ 1P (z)dw.
The proof of Proposition 2.6 ends. O

Proof of Proposition 2.7. Let us notice that

+oo -1
/ / P /Pyl fa- 1MF(x)G(y)dxdy

(z + 9)5“

+o0 B—
(5.15) / / at/ryt/a x+‘Z|) 1 fo(2) g0 (y)dady,

where fo(z) = F(z)/z and g,(y) = G(y)/y. Applying Theorem 2.2 to these two functions, we get
+oo _ 18-1
Y
/ / zl/Py 1/q CETE fo(x)go(y)dxdy
1 1/p +oo 1/q
<[ rw] [ awal

1 oo R () ]1/1)[ oo Ga(y) ]1/q
(5.16) =3 [/0 o dx /0 o dy .

Upper bounds for these integrals can be derived from an existing result: the classical Hardy integral in-
equality. Specifically, this gives

e po(a) P\
(5.17) /0 - dm§<p_1)/o P (2)da

and

+o00 Gq(y) q q ptoo .
(5.18) [Ty < () [ v




Pan-Amer. J. Math. 4 (2025), 13 18

Putting Equations (5.15), (5.16), (5.17) and (5.18) together, we get

+oo . 18-1
pl/p=1 1/q 1l =y
/ / o PG )y

G2 [ ]G [ o]
(520) (L[] [ ]

This concludes the proof of Proposition 2.7. O
Proof of Proposition 2.8. Let us notice that
“+o0 +o0 B—1 p
2/p=1,1/4 |z -yl d d
/0 [/ Y ey | dy

+oo +oo p
619) [T e B ]

where fo(z) = F(z)/z. Applying Proposition 2.6 to this function and using the classical Hardy integral

+o0 +o0 B—1 p
l/p 1/q |£E y| :|
L e L [T )
< Bp/o fo(w)dx_ ﬂp/O TP dx
)
pP

(5 fl) / " e

Putting Equations (5.19) and (5.20) together, we get

+o00 +o00 B—1 p P ptoo
fo-1,1/a 12 YT 1/ »
/O [/O g /Pyt q(ﬁy)gﬂ (x)da:] dy < B (pl) /0 fP(x)da.

This completes the proof of Proposition 2.8. O

inequality, we get

(5.20)

IN

Proof of Proposition 2.9. It follows from Theorem 2.2 that
+oo
zH/ryt/ o yl”~
/ / @ +y)5+1f(fc)g(y)dxdy

_BUO f()dfvr/p [/Om <y>dy]1/q,

with # > 0. Integrating both sides with respect to 3 with 5 € (1,0) and developing the right-hand side

term, we have
+oo +oo 1/ 1/ |B 1
p q
/ [/ / (x4 y)B+t f(m)g(y)dxdy} dp

< [ /1 ﬁdﬂl I e )iz " I +Oog‘](y)dy} "

(521) ~1os(6) | - la)ds] " I - o )] "
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For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the order of integration
and basic integral calculus, we obtain

’ /+00/ 1/17 1/q |IE— |B 1f(l') ( )dl’d d/B
(1 gyprtd (Daw)dudy

—+o00 —+o00 1 ) |:Cy|>5—1
Y 1/ . .
/0 /O R e / (Hy ap | f(x)g(y)dzdy
)
+oo  ptoo 1 1 |x—y|)'8 17 8=
1/11 1/q
Lo (o +9)? | loalle — ol/(w + ) (x+y | Jatdedy
/+oo /+oo Ve 1/q 1 1
o Jo (@ +9)? log[lz — y|/ (@ + )]
s2 = [ : - () st
’ o Jo Y @y logl(w + 9) [z — ] Tty 9(y)dwdy.

Putting Equations (5.21) and (5.22) together, we get

too oo 1 1 |z — y| o1
p1/pyl/a — T T
A R e ey ll (55) ]f( oty

<1og(o) | - (a)is] " |/ ” )i "

The proof of Proposition 2.9 is concluded. O

Proof of Proposition 2.10. It follows from Theorem 2.2 that

oo P q |
/ / iy +y)ﬁﬂﬂ 2)g(y)dady

<3 UO [P (@ )dw} " [/O+Oogq(y)dy] :

with B > 0. Taking 8 = ei with i € N\{0}, multiplying both sides by in’, summing both sides with respect
to i and developing the right-hand side term with a basic geometric series formula based on 7 € (0,1), we
obtain

Zm [/+Oo/ at/eyt/a x—l_—z|)i+11 f(x)g(y)dwdy]
8 T T
= é [i 7711 [/;oo f”(x)dx} " [/Om gq(y)dy] v

S
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For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,
and a basic geometric series formula based on 7|z — y|*/(z + y)° € (0, 1) almost everywhere, we get

Zm U+oo /+°° Upy/a |z:ry|;:1 F(@)g(y )dxdy}

/+OO/ vyt m+y)1|13 J] {*fz {’7 (lilzl)g}i}f(x)g(y)dxdy
_/om/omxl/pyl/ﬂ e (55
{f L ("le')]}f( Jo(w)idy

o L (el 1
_ i 2)g(y)da
77/ / (z+y)lz -yl <$+y> [1—77|Jc—y|5/(1‘+y)5]2f( J9(y)dady

+o00 e—1 e—1
_ l/p l/q |{E—y| (l’+y)
(5.24) 7)/ / (@ + ) — e - y\E]Q f(z)g(y)dzdy.

Putting Equations (5.23) and (5.24) together, we have

/+<X>/ l/P 1/q |x_y‘8 1(x+y) 12f($)g(y)d$dy
[(z +y)* —nlz —yl]

<[] [ o]

/*""/ 2U/Py 1/q |x_ ‘Eil(m+y)€712f(x)g(y)dxdy

[(z + )= = nlz = yl]

<arg ), el : [

This ends the proof of Proposition 2.10. O

This is equivalent to

1/q

Proof of Proposition 2.11. It follows from Theorem 2.2 that

+o0 IB .
/ / 1/p 1/q ery)BH f(x)g(y)dxdy

<3 UO [Pz )dxr/p [/Om (y)dy]l/q,

with 3 > 0. Taking 8 = &i with ¢ € N\{0}, multiplying both sides by 1/i, summing both sides with respect

to i and developing the right-hand side term using the formula )" 1/i* = 72/6, we get
+oo +oo  ptoo _ qléi—1
1yl |9” yl
[/ / e y)mlf(w)g(y)dwdy}

1/q

lZ 1;] [ ] " [l
Hi 12] U+Oof (x )dxr/p Uomgq(y)dy}

1/q
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2 400 P ptoo 1/a
(5.25) —&[ / fp(w)dﬂf} [ / g%y)dy} .

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,

and a basic logarithmic series formula based on |z — y|¢/(z + y)¢ € (0, 1) almost everywhere, we get

ool +oo  ptoo 1/p 1/q |I— |§z 1 v
i [/ / (x + y)sitl f(z)g(y)dx y}

=1
z —y[\*
r+y

+

.

+oo

1 1
1/p 1/4q -
(z+y)lz -y {2_; i

+
/ 1/p 1/q
(x+y

+oo

Il
S~

} f(x)g(y)dzdy

B 1 Ix—yl
_/0 )z — I{_log[1 T+y ]}f y)drdy
_ /p /a 1
*/ P e e Sy
—+00 1 (+y ]
1/p 1/q
(5.26) / / CE Ty 4( Ty oy | /Do)y

Putting Equations (5.25) and (5.26) together, we obtain

+oo +oo 1 (x—i—y)f :|
1/p,1/q
Lo e <x+y>|x—y|10g[<x+y>f—|x—y|€ f@)gly)ddy
2

<z [ / m f%)dx} " [ / ” g%y)dy} ”

This ends the proof of Proposition 2.11. O

Proof of Proposition 2.12. It follows from Theorem 2.2 that

/ +m/ iyl o=V gy dudy

(z +y)PH!

<5 / ()] " I ” o )] "

with 8 > 0. Taking 8 = i with ¢ € N\{0}, multiplying both sides by v*/[(i — 1)!], summing both sides with
respect to ¢ and developing the right-hand side term with a basic exponential series formula, we get

i Z—‘l [/+°° /+°° L/pyl/a x;zgii:lf(x)g(y)dwdy}
: [io (1 fil) Cﬂ UW fp(a:)dm} w [/0+°° gq(y)dy] 1/q
:% Ef ﬂ [/Om f”(x)dx] v [/O“" gq(y)dy]l/q

i=1
1/q

(5.27) - e"p(?‘l [ / m f”(x)d:v] " [ / m gq(y)dy]
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For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,
and a basic exponential series formula, we have

> gl [ e B watuans

;p + y)(z+1

+oo +oo 1 +oo 1 |5L‘— | Ci

l/p e U( y) T dxd
/o 0 @+ 9l -yl ;u—l)! Tty F(@)g(y)dwdy
/Ho e 2L /pyl/a 1 U<|’£—y><
0 0 (z+ylr—yl \z+y
[e’e) 1—1
+Z e —y[\°
1=1 Z_l Jf-i-y

el 1 |ocy>C <xy|><
— 21/Py /e xp |v | ——Z T xdy.
5.29) [ et () e o (M) | sohat ey

Putting Equations (5.27) and (5.28) together, we get
e (”“”‘y> exp [ (““)C F(@)g(y)dady
(@+yle—yl \z+y T+y

< 2P -] [ / - fp(x)dx} " [ / - g%y)dy} "

This is equivalent to
i 1 |z —yl ¢ |z — y ¢
/p /a o o (=Yl - .
/ / =y x+y)|$—y|<m+y> ep[ <:c+y> J(@)gy)dudy
exp(v) — 1 oo 1/q
<22 / I W} { / ]

This ends the proof of Proposition 2.12. O

} f(x)g(y)dzdy

5.3. Proofs related to the second variation.
Proof of Theorem 3.1. By a suitable decomposition of the integrand using the relation 1/p + 1/¢ = 1 and
applying the Holder integral inequality, we have

/+°° /+°° Yy R 1f( )g(y)dady

(14 zy)r+t

oo pHeo — zy|(=D/p 1 — gul(-D/a
p1/p 1L =2yl 1/q 11— 2yl
/ / (1+ xy)('y+1)/pf(x) Y 1+ J:y)(’Y-*-l)/qg(y)dIdy

Foo ptoe | L pylr1 p 1 ptoo oo 11— zy[r!
(5.29) |:/ / 1 +xy 'y+1f dmdy] |:/ / 1 + xy ’y+1g ( )dmdy

Let us now determine the double integral terms of this bound. For the first double integral term, using the

1/q

Fubini-Tonelli integral theorem to exchange the order of integration, the change of variables u = xy and
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Lemma 5.1 with ¢ = ~, we obtain
+oo +oo |1 7£y|7 1 +oo +oo ‘1 7$y|771
dxdy = P ——xdy| d
/ / 1—|—a:y 'y-‘,—lf (I) ray /0 f (1') |:/O (1+xy)“f+1x y] X

» T — ! o[
(5.30) :/0 fP(x) [/0 Wdu] dx = ;/0 fP(z)dx.

For the second double integral term, with the same arguments, we find that

+oo +o0 |1 _ xy"y 1 +oo +oo |1 _ xyp_l
— q P B

(5.31) :/0 9°(v) U;oo WdU] dy = i/om 9" (y)dy.

Putting Equations (5.29), (5.30) and (5.31) together, we get

+00 +o0 1 y—1
/ / 21/ Uqwf(m)g(y)dmdy
0 0

(1+ zy)v+t

<[} - r(a)ie] " H m )] B
= % Uom f”(x)dw} v UO+OO gq(y)dy} v :

This concludes the proof of Theorem 3.1. O

Proof of Proposition 3.4. We proceed by contradiction. Based on the statement of Theorem 3.1, let us
suppose the existence of a constant o € (0,1/7) such that, for any f, ¢ : [0, 4+00) — [0, +0),

+o0o  ptoo y—1
/ / YT L i f(@)g(y)dzdy

(1+ zy)v+t

(532) <o /0 f()dx]l/p [/Om (y)dy]l/q,

provided that the two integrals on the right-hand side converge. For any n € N\{0}, we consider the
function f,, : [0, +00) + [0, +00) defined by f,,(0) = 0, f,(z) = 2(/*~V/? for any z € (0,1), and f,,(z) = 0
for any x € [1, +00), and the function g,, : [0, +00) — [0, +0c0) defined by g, (y) = 0 for any y € [0,1), and
gn(y) = y~(FY/™/4 for any y € [1, +00). We then have

oo ! z=1
/ fP(z)dx = / (2(/n=D/PYPy — {nxl/n] —n
0 0 2=0
and
e oo —+o0
/ g% (y)dy :/ (y~ O/ ayagy — [_ny—l/n}y .
0 1

y=1

By these integral values combined with the relation 1/p + 1/¢ = 1 and Equation (5.32), we obtain

o= glnl/pnl/q _ % {U [/OJroo @) ]l/p {/()Jroo g%(y)dy} 1/q}

“+o00 —+o0 1/ 1/ .ny|’Y 1
(5.33) / / Py ) a +xy)7 g (@) gn (y)dzdy.
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We now aim to determine the double integral term. Using the definitions of f, and g,, the change of
variables = = u/y, the Fubini-Tonelli integral theorem and the relation 1/p + 1/q = 1, we get

Feo peo |1 — zy|7~
/ / YR k. f (2)gn(y)dzdy

(14 zy)r+t

RV RN ] \1 —ay|! (/=1 /2y =(41/m) 4 gy
14 zy) !

1 _
:/ / 4|1—:Uy|” 1/("p)dx] A
1 Lo (Ttay)t?
+oo 1 -
:/ /y P—ul™ w170 du] Y g,
1 Lo (T4u)ptt Y

(5.34) N /+°° /y Lo ul e row) g | =41/
. = ] Jo T wyt Y Y.

It follows from the Chasles integral relation at the cutoff value u = 1, the Fubini-Tonelli integral theorem,
simple integral calculus and the relation 1/p 4+ 1/¢q = 1 that

oo YL — it
12 V) gy | A/ ) g
/1 [/ (T+up+” “]y Y
ool —
_ /() gy | = (1+1/m) g
/1 U i “}y Y

+oo [ p1 —1
Jr/ /U |1 —U|”f ul/(np)du:| y7(1+1/n)dy
1 1

(14 u)r+1
-

L=u™' T aaim)
+oo [ ptoo 1— u|771
—(+1/m) g, | | 1/(np) g
/1 / / y] (et

1 -1 + -1
=n [/ M{ul/(np)du] +/ Oo(nu—l/n) 1 —u” w/ (P du,
0 1

—_|—
T

+

(1 +u)r+t (1 +u)rtt
1 -1 +oo -1
_ L= ul"" 1/ca) / 1—u™  _1/me)
(5.35) _H[A (1+u)v+1u du + : (1+u)v+1u du| .

Putting Equations (5.33), (5.34) and (5.35) together, we get

1 -1 +o00 -1
L—u]™ 1) / 1w _
> - np) 1 27 Y ™) gy,
O'_/(; (1+u)7+1u U+ . (1+u)7+1u U

This is valid for any n € N\{0}. Applying the inferior limit with respect to n, the Fatou integral
lemma, which is possible because the integrand is non-negative, liminf, u/"P) = 1 for u € (0,1),

liminf, o u /() = 1 foru € [1,400), the Chasles integral relation and Lemma 5.1 with ¢ = ~, we
obtain

+o0 |1 _ u|y71
(14 wu)r+t

1 -1 +o00 -1

1 —ul” 1 —ul?

2/ % lim inf «!'/P) du+/ % lim inf w Y| dy
o (L+u)tt [ notoeo L Huptt | st

Y1 =t oo — oo 1 — ! 1
o (I+u)t 1 (T+w) o (I4u) v

Y1 =t
o> lim inf u/ ") dy 4+ lim  inf / w9 gy
1

n—+oo /g (1+u)7+1 n—-+o0o
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This contradicts the assumption o € (0,1/7). As a result, in the framework of Theorem 3.1, the constant
1/~ can not be improved; it is optimal. This completes the proof of Proposition 3.4. O

Proof of Proposition 3.5. The Fubini-Tonelli theorem combined with a suitable decomposition of the inte-
grand gives

+oo +o0 y—1 P
l/p 1/q |1 Iy‘ d :| d
/0 {/0 (1 + my)'y—i-l f(:z:) x Y
+oo +oo ~y—1 400 ~y—1 p—1
= 21/Py1/a 1 —ay| d :| |:/ 21/Py1/a 1 —ay| d :| d
/0 [/0 Y (14 ay)r+t f(@)de 0 Y (1 + zy)r+t f(@)dz Y

1

+oo  ptoo 1— ~y—1 +o00 1 — =1 p—
:/ / Upyl/Q%f(x) [/ xl/pyl/qwf(m)dx} dzdy
0 0 0

(1 +zy)r+t (1 +zy)r+t
+oo +oo 1 zylY 1
(5.36) = /O /O z'/P 1/qwz|wﬂf(x)g¢(y)dxdy,
where

1

+o0 -1 p=
9:(y) = [/O /P 1/q(1+zz|):+1f($)dx]

Applying Theorem 3.1 to the functions f and g;, we obtain

“+o0 “+o0 1 — xyl— 1
/ / YT L i f(2)gs(y)dady

(14 ay)+L

(5.37) <2 UO o )dm]l/ Uom 1(y )dyr/q.

Let us now determine the second integral term. Since ¢(p — 1) = p, we have

“+o0o “+oc0 “+oco 1— 7 |,Y 1 q(pfl)
40 dy — 21/ 1/q| AN d } d
/0 94 (y)dy /0 [/0 Yy (1+xw+1f(:c) T Yy

“+o00 400 1 —zy y—1 P

Putting Equations (5.36), (5.37) and (5.38) together, we get

+oo +oo y—1 p
Yy 1 —ay|
/0 {/0 p,1/q a —i—ixy)"f‘*‘l fl@)dx| dy

1 +o0 . 1/p +o0 +o00 p 1/q|1_xy‘7_1 P 1/q
<[ ] {/ g ] g

T ! P +oo 1/p
/el =Ty ] 1 { ]
{/0 {/0 'y (14 zy)r+1 flx)dx| dy < S /0 #7(z)dz .

Using the relation 1/p + 1/¢ = 1, this is equivalent to

+oo +o0 1 T ~y—1 p 1 +oo
/0 {/0 21/P 1/q(|1+xz|)7+1f(x)dx} dy < — fP(z)dx.

We thus have

The proof of Proposition 3.5 is concluded. O



Pan-Amer. J. Math. 4 (2025), 13 26

Proof of Proposition 3.6. Let us notice that

+oo _ ~y—1
/ / 1/p 1 1/q 1|1 ‘Ty‘ ( )G(y)dIdy

(1 + zy)
+oo  ptoo zyl71
(539) / / ai/ryfa) aT :EZ')V 3 fo(@)go(y)dady,
where fo(z) = F(z)/z and ¢g,(y) = G(y)/y. Applying Theorem 3.1 to these two functions and the classical

Hardy integral inequality to f and g, we obtain

+oo  ptoo -1
/ / g LT s ) dady

(14 zy)r+t

/0 f2(x)d r/p UO“"’ O(y)dy} 14
_/om Fz(f)da:] W [ /O +°° qu(qy) dy} Ha

(2 £l 2 o]
. B % (pgl> (qz 1) [/;OO fp(x)dx} w [/;OO gq(y)dy] l/q.

IN

B Q\H

IN

Putting Equations (5.39) and (5.40) together, we get
—+o0
/ / vty o )Gy

(1+ay)r+t

<2 o] [ o]

This ends the proof of Proposition 3.6. O

Proof of Proposition 3.7. Let us notice that

+oo +oo 1— -1 p
0 0

(1+azy)r+t

+oo 400 1 p
1/p, 1 |1 - ch|7
(5.41) _ /0 { /0 vy /q(1 e )dm] dy,

where f,(z) = F(z)/z. Applying Proposition 3.5 to this function and using the classical Hardy integral

+oo +oo 1— ~y—1 p
/ [/ xl/Pyl/‘I'mfo(x)dx} dy
0 0

inequality, we get

(14 zy)r+!
1 [t 1 [T Fr(x)
< — P - =
" Jo fo(w)dx 71’/0 xP o
1 ) )p/+oo
5.42 < = P(x)dx.
(5.42) () [ rw

Putting Equations (5.41) and (5.42) together, we obtain

+oo +oo v—1 P P oo
IRy k.| d]d<1<p)/ P ()
/0 [/0 T BT P VA S

This completes the proof of Proposition 3.7. O
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Proof of Proposition 3.8. It follows from Theorem 3.1 that

R T i L[ Ve psee s
p q < = D q .
/ / (14 zy)r+! T (@)g(y)dedy < ~ {/0 f (m)dm} {/0 g (y)dy:|
Integrating both sides with respect to v with v € (1, ) and developing the right-hand side term, we have
400 —+oo o y—1
l/p 1/q |- —*J1° |1 $y|

/ [ / / 52y f(x)g(y)dedy | dy
1 [eS] 1/p 400 1/q

= U dv} U fPx )dx} [/ (y)dy]

1 7 0 0

(5.43) ~tos0) | [ ” rla)ds] " I ” o) "

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the order of integration
and basic integral calculus, we get

/ {/wo /+°° 1/pyl/a 1+;z):+11 f(a:)g(y)dmdy:| dy
[ e l/ ('ﬁf;')dv] F(@)g(y)dady
/0+ / Py Lognl_xylv(uxy)] (iﬁ)ﬂ f@)g(y)ddy

y=1
= /+Oo /+Oo xl/pyl/q 1 1
o o (1 + 2y)? log[[L — zy]/(1 + ay))

1 v—1
(52 - 1] F(@)gw)drdy
oo oo 1 1 11— ay\""!

— 1/p,1/q _
I A A e ey ll (o) | fwatirtann
Putting Equations (5.43) and (5.44) together, we get

oo phoo 1 1 11—y \"!

1/p,1/a _
/0 /o CY W ay)? log[(L+ 2y) /11— ay] [1 ( 14y ) Tty

<togto) [ [ (s " [ swal "

This ends the proof of Proposition 3.8. O

Proof of Proposition 3.9. It follows from Theorem 3.1 that

+oo  ptoo 0. 1/q 11— ay[r? 1 +o00 . 1/p +00 . 1/q
[ R pwgtasay < 2 [ ] [ ]

with v > 0. Taking v = i with i € N\ {0}, multiplying both sides by i¢’, summing both sides with respect
to ¢ and developing the right-hand side term with a basic geometric series formula based on ¢ € (0, 1), we
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get

+OC oo i—
Z¢l [/+ / 1/1’) 1/q -'L’y|¢ ! f(m)g(y)dmdy}

(1+ zy)vit!

< lg ¢H I - (e " I - )]
LS [ o] [ wa]

(5.45) il - r(a)de| " I - )] "

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,

1/q

and a basic geometric series formula based on ¢|1 — zy|¥ /(1 + zy)¥ € (0,1) almost everywhere, we get

+oo +o0 “+o0 Pi—1
> i [/ / oA myr/a Loy f(x)g(y)dxdy]

(1 + zy)¥rtl

/*‘”/ A e T 1—|—my)|1—xy| {io l ('hii') ]i}f(w)g(y)dxdy
L e ()
{izld’('szl) ] }f(w)g(y)d:ﬁdy

P
_ ¢/+oo /+oo xl/l’yl/q 1 (|1 — xy)
0 0 (1+ay)l—ay| \ 1+zy

1
[1— o1 —zy|?/(1 + zy)¥)? f(@)g(y)dzdy
o0 B ot .
= gyl 11— zy[*" (1 + zy)
(5.46) ¢/ / [(1+ zy)¥ — ¢|1 — xylw]Q f(@)g(y)dzdy.

Putting Equations (5.45) and (5.46) together, we get

+o0o ve1 oot
eyt L= 2y TN+ 2y) o
(b/ / 1 + g;y)w _ ¢|1 _ $y|w]2 f(x)g(y) ray

< [ / - fp(x)dfc} " [ / - g%y)dy}

oo 1—ay[V~ (1 + ay)¥?
/ / g oy
(1 9" — oIl — ayl

<79 {/fmf ] " o

The proof of Proposition 3.9 ends. O

This is equivalent to

1/q
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Proof of Proposition 3.10. It follows from Theorem 3.1 that

[ e e gty < [ [ o] " [l "

(1 + zy)vtt ~y

with v > 0. Taking v = ¢i with i € N\{0}, multiplying both sides by 1/i, summing both sides with respect
to i and developing the right-hand side term using the formula >""% 1/i> = 72 /6, we get

= oo R i—1

= RV 1 —ayl?

i dad
; i |:/ / 1 + xy)gaz-‘,—l f(l’)g(y) ray

- [ 001;’] Uo Oof”(:c)dz] v [/O+Oogq(y)dy] 1/q

i=1

<3S A [ o] ([T ]

5.47) -2 o] " [ swal "

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,
and a basic logarithmic series formula based on |1 — zy|¥ /(1 + zy)¥ € (0, 1) almost everywhere, we get

oo g 0 "
|:/+ / 1/,; 1/q |1 —ay|¥ 1f(x)g(y)dl‘dy:|

(1 + zy)eitt

+oo  ptoo 1 *q |1 —:Ey| Pt
/p o~ 1
/0 /0 iy (14 zy)]1 — ay| {Z i [( 1—|—xy) ] }f(x)g(y)dxdy
+oo  ptoo 1 |17:Cy| v
/e + ) L=yl
A /0 Ty (14 2y)]1 — ay| { log [1 < 1+ zy ) ”f(z)g(y)d:vdy
+oo  ptoo 1/p 1/q 1 1
/0 /0 (14 zy)]1 — ay| log L — |1 —zy|®/(1 —l—a:y)ﬂa] fla)g(y)dady
1
)

+oo
_ 1p, /4 (1 +2y)® }
(548) ‘/0 / T Ty |1—xylog[<1+xy>w—|1—xy|w J(@)gly)dady.

Putting Equations (5.47) and (5.48) together, we get

M

b e 1 (1 + 2y)*
z/Pyl/a lo [ ]fxgydmdy
Lo e e ) (@
2

<z [ / "~ f%)dw} " [ / +°° g%y)dy] "

This ends the proof of Proposition 3.10. O

Proof of Proposition 3.11. It follows from Theorem 3.1 that

oo oo — py1 oo
/ / 21/Py 1/g L2yl f(z)g(y)dzdy < ! {/o fp(x)dx}

(1 + zy)vtt ~

1/q

{ /0 - gq(y)dy} :

1/p
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with v > 0. Taking v = xi with i € N\{0}, multiplying both sides by =’ /[(i — 1)!], summing both sides
with respect to i and developing the right-hand side term with a basic exponential series formula, we get

+oo +oo _ i—1
il e @ty

(14 zy)xitl

< [ = ] [ ] ” [ rwal "
i [i" T‘] [/Om f”(x)dx} Up [/;00 gq(y)dy] "

(5.49) S e " [ rwal "

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,

and a basic exponential series formula, we have

+oo —+o00 —+o0 1—1
Z_l |:/ / 1/10 1/(1 Qiylx f( ) ( )dl‘dy:l

(14 zy)xitl

ﬁ {i (i —1 1)! {w (q 12)1} f(x)g(y)dzdy
_/+OO I 1/17 1/q )1

(o)
w
0 0 (14 zy)1 — ay| 1+ a2y
+oo il
! 1 — ay|
dxd
{z—l (=1 [ (1+xy> } }f(f)g(y)xy
400 oo 1 11— a2y \¥ 11— 2\ ¥
. = l/p 1/q dd

Putting Equations (5.49) and (5.50) together, we obtain

- 1 1= 1oyl
zM/Pyl/a
w/ / (1 +2y)|1 — 2y ( 1+ay ) P [w< 1+ a2y ) } f(@)g(y)dady

se"p(x)l[/o f%c)dx]l/p [/0 ()dyr/q.

This is equivalent to

o 1 [T —ay[\* 11—y \*
w iy e dzd
/ / 1—|—1:y)|1—xy<1—|—xy) exp{w<1+zy> }f(;v)g(y)xy

< op(E) -] [ /0 e )dx} " [ / +Oog‘l(y)dy} "

The proof of Proposition 3.11 is completed. O

5.4. Proofs related to the third variation.
Proof of Theorem 4.1. We can decompose the integrand as follows:

+ee oo oo 1/p 1/q 1/T‘1—1'y2|0 ! h dedud
(zy) /P (yz)"/9(x2) (sz)aﬂf(x)g(y) (2)dzdydz

/+oo /+oc /+oo xy 1/p )9 |1 75CyZ| o—1)/p f(x)x
+9)? (14 ayz)@+D/p
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(1+y)? |1 —zyz|to—D/a
(1+2)? (14 ayz)le+th/q

e (L4 2) 1= ayz|c-0/7

/q
(5.51) (y2)" (1+2)0 (1 + azyz)e+D/r

9(y) x (z2) h(z)dzdyd:z.

Applying the generalized Holder integral inequality appropriately, we find that

/+o<> /+oo /+oo($ )1/p(1+33)9 |1 — ayz|(o-D/p F()x

0 0 0 Y (1+y)? (1 + zyz)ot/p

( 1/ L+)? 1 —ayz|"~ D/ 1 (L4 2)% [1—ayz| D/
y2) (1+2)f (1+ ijz)(0+1)/qg(y) x (22) (L +2)? (14 ayz)er D/

+oo +o0 +oo 1+3;‘ Op \1—xyz|” 1 1/p
400  ptoo  ptoo (1 + y Oq |1 xyz\"*l 1/q
dxdyd
[/ / / (1 + 2)% (1 —|—g;yz)o+1 9(y)dzdy Z} X
+oo  ptoo ptoo (
(5.52) [/ / /
0 0 0 (

Let us determine each of the triple integral terms of this bound. For the first triple integral term, using the
Fubini-Tonelli integral theorem to exchange the order of integration, we can write

Foo  ptoo ptoo 1+ac |1 — zyz|7~1
/ / / 1+y Gp (1 +xyz)”+1f (:c)dxdydz
+oo 1 +oo |1—£L’y2‘0_1
5.5 = 1 Op fp —_— 7 qydz| dy ; dz.
453 / e [ g | sy dvf o
It follows from the change of variables v = zyz, Lemma 5.1 with € = ¢ and a basic integral calculus that
+oo +o0 1 +oo |1 _xyz|a—1
1 Op fp / —_— / ——zyd ] d }d
[owrrra{[ arm | ar ]
+o0 +oo 1 +oo |17u‘071
R [ i =Mk
[ aromre{ [T i | [ i e v} ds
1 [ p teo
= 1 pfpP ——dy| d
[T [/0 o y} .

1 +oo 1 1 y——+oo
— ;/0 (1+ )% f7 () [— TEDIE +3/)0p1L—o da

h(z)dxdydz

1+z2
14 2)?

or |1 _ $y2|g 1
" (14 ayz)7t!

1/r
; h" (z)dacdydz} .

1

+o0 p
(5.54) = m/o (1+ )7 fP(x)dx

For the second triple integral term, we proceed similarly. We find that

+o00  ptoo oo 1 9q 1— o-1
/ / / )t L= aye] 91 (y)dzdydzx

1 +2)0 (1 + xyz)"+1

_ i/0+oo(1 +)"9(y) Uom (1+1z)9qdz] v

“+oo
(5.55) = ﬁ /0 (1 + )"1g" (y)dy.
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For the third triple integral term, we proceed similarly. We obtain

+oo +oo +oo 1 9r 1— o—1
/ / / + ) |-y h"(z)dzdydzx

1 + )0 (1 4 zyz)o+!

= /0+w(1+z)erh’“( ){/O:mlm)a UO: &;ig;;);xzdy} d:c} dz
:/O (1+z)9ThT(z){/O ﬁ [/0 &;Z')Uﬂdu} dx} dz

[l e

“+oo
(5.56) = ﬁ /o (1+2)""h" (2)dz.

Putting Equations (5.51), (5.52), (5.53), (5.54), (5.55) and (5.56) together and using the relation 1/p + 1/q +
1/r =1, we get

oo oo pree 1/p 1/q 1/T|1—.13y2‘0 ! h(2)dxduyd
(zy) /P (yz) " (x2) (1+xyz)0+1f(x)g(y) (2)dxdydz

o I T " Ly v
a(@p—1) Jo o(fg—1) Jo

Lwl—” /o+oo(1 + Z)erh”(z)dJ :

1
o(6p — 1)1/r(0g — 1)V/a(6r — )17

I e D" o) " I e 015" )| " I e ()i

This concludes the proof of Theorem 4.1. O

1/r

Proof of Proposition 4.2. Let us notice that, for any z,y, z € (0, +00),

x—l/qy—l/rz—l/p _ (xy)l/p(yz)l/q(xz)l/r _1y_1z_1

We can therefore write

+oo0  pfoo 400 _ o-1
[T [T PG edyas
(L +ayz)ot (1+2)°(1+y)?(1+2)°

_ oo oo e 1/p 1/q Vel 11 1 —ayz]7! F(x)G(y)H ()
_/ / / (2y) VP (y2) Y9 (w2) "oy e (5 zga) (1+x)6(1+y)0(1+z)6dxdydz

oo e e l/p 1/q 1/r |1_xyz|(r !
65 = [ [ [ e e )V e @) (e (<) dadyd

where fa(z) = F(z)/[z(1+2)%, ga(y) = G(y)/[y(1+y)?] and ha(z) = H(z)/[2(1+2)]. Applying Theorem
4.1 to these three functions and the classical Hardy integral inequality, we obtain

oo oo e 1/p 1/q 1/7‘|1 zyz|a !
(zy) P (yz) /9 (x2) a +xyz)‘7+1f A (@)gn () ha(z)dedydz

o(fp —1)/7 (g — 1)1/‘1(91" RISV |
[/om(l”)epfi(x)dx} ! Uom(uy)eq Ay )dy] : [/O+Oo(1+z)grh2(z)dz "
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1
a(@p — 1)V/P(0q — 1) a(0r — 1)1/ x

[/O+oo F];Efj)dq;} 1/p [/OJroo G;Sy) dy] 1/q { O+OO I{;£z)d2] 1r
1

o(6p — 1)1/P(0g — 1)1 /a(Gr — 1)1/

(o) e () ol [ [ vend”
ol l)w(eqi DYaOr =Y <p€ 1> <qE 1) (ri 1) *

659 | ” r(a)de| " I - o) " I - v ] "

Putting Equations (5.57) and (5.58) together, we get

+oo  ptoo  ptoo _ o—1
0 (14 2yz)ot (1 +2)0(1 + y)f(1 + 2)?

IA

1 D q T
o(0p — D)/ (0q — 1) /a(r —1)1/" <p = 1) <q - 1) r—1)”
“+o0 1/p “+o0 1/q “+o00
[ rew) [ ewa) | [ e
0 0 0
This concludes the proof of Proposition 4.2.

Proof of Proposition 4.3. Applying Theorem 4.1, we obtain

+oo  ptoo ptoo _ o—1
/ L[ @ e G gt dadyd:

(14 ayz)ot!

a(0p —1)1/7(0q — 1)1/’1(97' EEN Ve
{ / it ) (a) ] " I Ty D)y ; | () A "

with ¢ > 0. Integrating both sides with respect to ¢ with ¢ € (1,w) and developing the right-hand side

term, we have

/ [ / - / - / " e ey oy Lo AT f(x)g(y)h(z)da:dydz] do

(14 ayz)ot!

S BT U idc’}
[ ] " [Tl

_ log(w) y
= (0p — 1)1/11(9(1 — 1)1/(](97,. — 1)1/7.

(5.59) [/Om(l + x)epfp(x)dx] v [/Om(l +1)%g(y )dy} . [/Om(l + z)‘)’“hT(z)dz]

1/q 1/r

UO+DO(1 + z)‘grh’"(z)dz]

1/r
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For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the order of integration
and basic integral calculus, we get

oo e e 1/ 1/ 1/7“‘1 ryz|7!
/ {/ / / (xy) P (y2)"9(22) (0T oy2)7 f(@)g(y)h(z)dxdydz| do

—/O+OO/0+oo/0+°°(xy)1/p(yz)1/q(mz)1/rO—FWX
[/;J (GIZEI)U_I do’] f(@)g(y)h(z)dxdydz

+o0 +o0 +o0 1 L L 1
/ / / (zy) /P (vz) /q(xz) /T(1—|—a:yz)

|1 — zyz|
Logm i () ] @) drdyds

+oo +oo +oo 1 L L
./ / / () /P (v2) /q(:cz) /T(l—f—xyz)

‘1_xy2| - T z)axr z
10g[|1*$y2|/(1+xyz)} <1+W> L| f(@)g(y)h(z)dzdyd

+oo “+oo “+oo
/ / / (@) 1/1’ () 1/‘1(352)1/7 (1 —|—xyz)

f(@)g(y)h(z)dxdydz.

(5.60)

|1 —ayz|
log[(1 +myz)/|1 — zyz|| l ( 1+ zyz )

Putting Equations (5.59) and (5.60) together, we obtain

+oo +oo +oo 1 L L
/ / / (zy) /P (v2) /q(xz) /T(1—|—xyz)

11 = zy2| . Nadvd-
10g[(1—|—:vyz)/|1 — xyz|] [ ( 1+ zyz ) ] f(x)g(y)h(z)dxdyd

log(w)
(9p ") p(6g — D) a(Gr — )17

+00 /P ptoo /g r pqoo 1/r
[asarp@a] | [T asnremal] | [ 0w g
This concludes the proof of Proposition 4.3. O
Proof of Proposition 4.4. Applying Theorem 4.1, we get
/+oo /+oc /+O<> () 1/p (yz 1/q(xz)1/r(|1 +§zz)z+11 f(x)g(y)h(z)dxdydz
=T T
1/r

M:m(l +:v)91’fp(x)dx] v [/O+Oo(1 + y)quq(y)dy} v {/OJFOO(l ()|

with o > 0. Taking o = i with i € N\{0}, multiplying both sides by i.!, summing both sides with respect
to ¢ and developing the right-hand side term with a basic geometric series formula based on ¢ € (0,1), we
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get

(T ay)751

+0<> o) o) o) i—
* * * l/p l/q 1/r|1ixyz|g !
S (29) /P (y2)(22) F(@)g(y)h(z)dadyd>

1
lz“ (0p — 1)1/P(0q — 1)V /a(0r — 1)1/r]

U;wu + m)epfp(x)d:c] v [/Omu +y)Page(y )dy} . U;wu + z)erhr(z)dz]

1 =
>
=1

~ o(Op = 1)VP(6g — 1) /a(0r — )17

u:oo(l + x)epfp(x)dm] 1/p [/O+oo(1 + y)quq(y)dy} a {/0%0(1 . z)"ThT(z)dz] 1/r

= (L= 0)(Op— ) (6g— 1) a(gr — 1)/

son | ararpe] " [T as ] " [Tasare "

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,
and a basic geometric series formula based on ¢|1 — zyz|* /(1 + zyz)° € (0,1) almost everywhere, we get

ZZL [/*oo /+oo /+00 (zy) 1/P (yz) 1/q(xz)1/r |1 — zyz|<! f(@g(y)h(z)dxdydz}

(T + oy

+o0 +o0 +o0 1 1/ 1/ 1
= xy) P(yz) " xz)" X

L] e e e

= 1 —axyz|\° ‘

i:1i [L (HW> ] f(@)g(y)h(z)dzdydz

too piee 1 1 —xyz|\°
l/p 1/q 1/r Y
/ / (y) P (y2) " (22) (I+zyz)1 — xyz| < 14+ 2yz >

[
{E_Ojo [('1‘”2)] 1}f(w)g(y)h(2)dxdydz

1+ axyz

—+o00 —+o00 —+o0 <
= [T e ey ety ! (1 - W')
0 0 0 (14 zy2)|l —zyz| \ 14+ xyz
1

[1— o1 = wyzls/(1+ ayz))?

+oo +oo +oo -1 -1
— L/ / / xy 1/p yz 1/q(xz)1/r ‘1 — xyz|< (1 +$y2’)§ 5 %
[(1 4 2y2)s — 1|1 — zyz[]

1/r

. I

5/ (2)g(y)h(z)dedydz

(5.62) f(@)g(y)h(z)dxdydz.

Putting Equations (5.61) and (5.62) together, we obtain

+oo +oo +oo _ s—1 s—1
/ [ e B CE I ) )y
[(1+ 2yz)s — 1 — el T

s(1—¢)(0p — 1)1/p(0q “ ) a(or — 1)
{/Oﬁo(l +J:)9pfp(x)da:] " [/O+OO(1 )9y )dy} & {/;m(l + )T (2)d

1/r
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This is equivalent to

too pdoo p4o0 o1 =2y 7 (1 + zyz)s Tt
/ L[ ey S CE I ) h ey
(L wy2)s — o1 — ayel

(1 =u)(0p — 1)1/”(9(1 “)Vagr — )i
[ /;00(1 + I>9”f”<w>d4 ! [ /0 Ty y)%%y)dy] /q [ /0 TS TErS

This ends the proof of Proposition 4.4. O

1/r

Proof of Proposition 4.5. Applying Theorem 4.1, we get

oo e e 1/p 1/q 1/r |1_‘Z‘y2’/‘(7 !
(zy) /P (yz)" ' (2z) a +fcyz)aﬂf(cﬂ)g(y)fb(fc“)clzlfclmlz:

o(0p —1)1/P(6q — 1)1/q(er _ 1)1/r
o p . » ~ -
{/OJF (1+x)9pf1’(:c)dx] / [/O+ (1+y)9ng(y)dy} / {/OJF (1+z)9ThT(z)dz] / |

with o > 0. Taking o = 7i with i € N\{0}, multiplying both sides by 1/i, summing both sides with respect
to i and developing the right-hand side term using 3" 1/i? = 72/6, we get

+OO > o > Ti—
[/Jr /+ /+ (2y) /P (y2) 9 (22) YT |1 — zyz| 1f( )g(y)h(z)dmydz]

( + xyz)”+1

1
= [Zm(ep_ 1HYP(0g — 1)V a(6r — 1 )1/r‘|

i=1

U;mu + x)opf”(x)dx] v [/Oma +y)Page(y )dy} . U;mu + z)erhr(z)dz]

1 =1
> 22] %
=1

1/r

~ 7 (6p— )P0 — 1) /e (or — 1)1/

I Rt D )] " I ay 05" )]

7T2

= 67(0p— 1)1 /7(0g — 1) /a(0r — 1)1/7
(5.63) UO+OO(1 +x)91’f1’(x)dx] v [/Om(l +y)laga(y )dy} e UO+°°(1 +Z)erhr(z)dz]

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,

1/q 1/r

Uoma + z)GThT(z)dz]

1/r

and a basic logarithmic series formula based on |1 — zyz|" /(1 4+ 2yz)” € (0, 1) almost everywhere, we get

“+o0 “+o00 “+o00 1/ 1/ 1/r ‘1 xyz|” 1
{ / / / ()7 (02) 4 w2) e s Pty )h(z)dzdydz]

+o0o  ptoo ptoo Y Y Y 1
= xy)P(yz) Y xz) " X
/0 /0 /o (zy) #y=) " (@) (14 zyz)|1 — zyz|

{2 % [(%)T} } F(@)g(y)h(z)dzdyd=
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L e e e
{=10e [1- (F2220) W s@istncoytsayas

1+ zyz
+oo  ptoo pto0 1/ Y 1 1
p q r
=L e e
1 2)dzdyd
Og{1—|1—xyz|/1+xyz }f )dedydz

+oo  pto0  pFoo 1 1 1 1
= xy) P(yz) 1 (xz) " X
/0 /o /o (zy) Py2) " (@) (14 zyz)|1 — zyz|
[ 1
g

11— |1 —ayz|7/(1+ xyz)‘r} f(@)g(y)h(z)drdydz

+oo +oo +oo 1 1 1 1
= xy) P(yz) 1 (xz) " X
/0 /0 /o (o) yz) " (az) (14 zyz)[1 — zyz|

[ (1+ayz)”
(5.64) log Aoy — 1= xsz] f(x)g(y)h(z)dxdydz.

lo

Putting Equations (5.63) and (5.64) together, we obtain

+oo +oo +oo 1 1 1 1
T Plyz)"9(xz)"'" X
Lo et

(1+xyz)"
o [(1 +ayz) — |1 - xy} f(2)g(y)h(z)dwdydz

7.(.2

<
= 67(0p — 1)1/P(6g — 1) /a(Gr — 1)1/7

+o0 1/p ¢ oo /4 ¢ 400 1r
[Cavarpea] | [T avmema] | [0
0 0 0
This ends the proof of Proposition 4.5. O
Proof of Proposition 4.6. Applying Theorem 4.1, we get
+oo ptoo  ptoo o-1
1/p 1/q 1/r 12— HI<1 |1—.13y2‘
/ / / ()7 (02) 4 (02) Ve F@)a(w)h()
a(fp —1)1/7(6q — 1)1/"(97“ —n
1/q 1/r

[/O+w<1+x>9pfp<x>dx]1/p [Cavwrgewa) [T oo

with o > 0. Taking o = (i with i € N\{0}, multiplying both sides by x'/[(i — 1)!], summing both sides with
respect to ¢ and developing the right-hand side term with a basic exponential series formula, we get

+00 i +oo  ptoo ptoo Ci—1
S [/ [ ey L f(x)g(y)h(z)dxdydz]
i

L+ ay)07

K 1
= [Z (i — 1) ¢i(0p — 1)1/P(0q — 1)V a(Or — 1)1/T‘|

=1

Uomu + x)gpfp(x)da:] v Uomu +y)%g(y )dy} . U;mu + z)e’"hr(z)dz}

1/r
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400 Iii

— | X
>
=1

I oy 0" (e)de| " I e 05 )y " | it ()

exp(k) — 1
= C(op — 1)Ur(8q — 1)a(gr — 1)/

(5.65) Uom(Hx)ﬂpfp(x)dx] v U;m(uy)eq a(y )dy} . {/O%o(l—&-z)e”hr(z)dzr/r.

For the left-hand side term, using the Fubini-Tonelli integral theorem to exchange the sum and integrals,

1
= C(0p — 1)/e(0g — 1)/a(0r — 1)L/

1/r

and a basic exponential series formula, we have

+OO ' oo oo e 1/ 1/ 1/ |1 xyz‘o !
p q T
L[ e e e L gt sy

+oo  ptoo  ptoo \p » r 1
=/0 bk e e
400 1 |1 . xyzl ¢t
— (i —1)! " ( 1+ ayz ) f(@)g(y)h(z)dzdydz
400 ptoo  ptoo 1 |1 B xyz| ¢
= T 1/p 2 1/q T2 1/r o
/0 /0 /0 (zy) ly=) T z2) (14 zyz)|1 — zyz| ( 1+xyz>
+oo ~aus ¢ i—1
2 _1 01 [/@ (q - xi‘;gl) ] } f(x)g(y)h(z)dzdydz

400 ptoo  pfoo ¢
— [ [ @ e e ! (o)
0 0 0 (14 zy2)|1 —zyz| \ 1+ 2yz

—ayz]\©
(5.66) exp [/{ <|1+x§jz|> ] f(x)g(y)h(z)dxdydz.

(]

]

Putting Equations (5.65) and (5.66) together, we get

+oo +o0 +oo 1 ‘1—1‘ Z| ¢
1/p 1/q 1/r Y
[ e e e e ()

— TYz ¢
exp lm ('1“) ] F(@)g(y)h(z)ddyd>

14 2yz

exp(k) — 1
- <(0p — D)/P(0q — 1) a(6r — 1)1/r

I e 0" f7(a)de| " I it D)y " I ay ()

This is equivalent to

+oo  ptoo  ptoo 1 1— <
L[ e (G52)
0 0 0 (14 zy2)|1 —zyz| \ 1+ 2y2

1= ayz|\©
€xp [ﬂ (HW) ] f(@)g(y)h(z)dudydz

1/r

exp(k) — 1
kC(Op — 1)Y/P(0g — 1)/ a(Gr — 1)/ X
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{/OJFOO(l +x)0pfp(x)dm} v [/O+oo(1 + y)quq(y)dy} v u:oo(l + )R (2)d

This ends the proof of Proposition 4.6. O

1/r

6. CONCLUSION AND PERSPECTIVES

In this article, we present new variations of the Hardy-Hilbert integral inequality by introducing weight
functions involving sums and products of variables. We extend classical inequalities by incorporating prim-
itives, logarithmic and exponential weight functions, and multiple adjustable parameters. The established
results are notable for their originality and versatility. Furthermore, exploring a three-dimensional exten-
sion enables us to generalize these inequalities to higher dimensions. The optimality of certain constants
has been rigorously demonstrated, thereby strengthening the accuracy of our findings. Thus, these con-
tributions enrich the existing theory of Hardy-Hilbert-type integral inequalities and open up new avenues
for further research. One such direction is the study of upper bounds for triple integrals, as defined below,
which are closely related to our three-dimensional variations. Let p,¢ > 1, r = pg/(pg —p — ¢), 0 > 0 and
fyg,h :[0,400) — [0, +00) be three functions. Then we set

too poo peo 1/ 1/ 1/r| y+z|7” !
/ / / (xy) VP (y2)" 1 (z2) (x—l—y—i—z)"*lf( x)g(y)h(z)dzdydz

and

“+o00 “+o00 “+o00 1/ 1/ 1/7’ ‘Jf |a‘ 1
/ / / (xy) P (y2)"9(x2) @ +y—|—z)0’+1f( 2)g(y)h(z)dzdydz.

It seems difficult to find suitable upper bounds for these triple integrals using the techniques developed in
this article. This mathematical challenge will be considered for the future.
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